
1 
 

 ه نام خداب

 

 

 

 

 تکنیک تهران( دانشگاه صنعتی امیرکبیر )پلی

 درس پردازش دادگان حجیم  

 

 

 

  CUDAبا  GPU ی بر رو سیضرب ماتر یسازنهیو به یسازادهیپ

 

 

 پورفرد استاد : دکتر  

 : دکتر طالبی تیم استادیاریسرپرست  

 امیرمحمد تلیسچیان تبریزیاستادیار طراح تمرین:  

 

 

  دوم  شماره تمرین  

 

 1404پاییز  

 



2 
 

 هدف تمرین 

 .است CUDA نویسیو مدل برنامه GPU هدف از این تمرین آشنایی دانشجویان با مبانی محاسبات موازی بر روی

 :رود دانشجو بتوانددر پایان این تمرین، انتظار می

 .کنددرک  Grid)  ،Block ، (Thread را GPU مراتبی اجرای برنامه درساختار سلسله  .1

 .را یاد بگیرد GPU (Device) و (Host) ها بین حافظه میزباننحوه تخصیص و انتقال داده .2

 .یک کرنل ساده برای محاسبه ضرب ماتریس بنویسد .3

 .سازی عملکرد استفاده کندبرای بهینه  (Shared Memory) از حافظه اشتراکی .4

 .را مقایسه و تحلیل کند  CPU و  GPU سرعت اجرای  .5

 

 نیازهاپیش 

 ++C یا C آشنایی مقدماتی با زبان •

 سازیآشنایی مقدماتی با مفاهیم موازی  •

 CUDA سازگار با GPU و در اختیار داشتن NVIDIA CUDA Toolkit نصب •
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 تمرین دوم

 نخ هزاران اجرای برای  که هستند محاسباتی  ٔ  ، دارای تعداد زیادی هستهCPU برخلاف (GPU) های گرافیکیپردازنده

(thread)  هایی که شامل عملیات تکراری و مستقل شود الگوریتم اند. این ویژگی باعث میزمان طراحی شدهصورت همبه

 .اجرا شوند GPU هستند، با سرعت بسیار بیشتری روی

ای عالی برای درک  است. این عملیات نمونه  ها ضرب ماتریسهای پایه در علوم مهندسی و یادگیری ماشین، یکی از الگوریتم

 .توان مستقل از سایر عناصر محاسبه کردای است، زیرا هر عنصر از ماتریس خروجی را میسازی دادهنحوه موازی 

 ضرب آنها به صورت زیر تعریف میشود :   ,داده شده باشد  N * Nبا انداره  Bو   Aاگر دو ماتریس 

 

∑ 𝑨𝒊𝒌 .  𝑩𝒌𝒋

𝑵−𝟏

𝟎

=  𝑪𝒊𝒋 

 

 CPU سازی رویپیاده: بخش اول 

 GPU بنویسید تا بتوانید درستی نتایج CPU روی را  ماتریس  ضرب پایه ابتدا لازم است نسخه در این بخش 

 .را با آن مقایسه کنید 

 

  GPU سازی نسخه سادهپیاده: دوم بخش 

در این بخش لازم است تا نسخه ای ساده از کرنل برای پیاده سازی این ضرب بنویسید که در آن هر  

thread .یک درایه از ماتریس خروجی را محاسبه میکند  

 میخواند. globalچندین بار از حافظه  threadدر این نسخه هر 

 

  Shared Memory (Tiled Multiplication) سازی بابهینهسوم : بخش 

 .خواند می global چندین بار از حافظه thread در نسخه ساده، هر

  حافظه  به  دسترسی تا شوند می   ذخیره اشتراکیتر در حافظه  های کوچک ها در بلوک ، داده tiled در نسخه

 .شود ترسریع
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 تحلیل و ارزیابی عملکرد چهارم : بخش 

 :گیری زمان اجرای کرنل و کل برنامه استفاده کنید برای اندازه  CUDA Event از توابع

 

 تحویل تمرین : 

 بهینه  GPU ساده و CPU  ،GPU کدهای کامل نسخه .1

 :شامل PDF گزارش  .2

 شدهتوضیح روش کار و مفاهیم استفاده  •

 جداول زمان اجرا  •

 گیری نهایی تحلیل و نتیجه  •

 ها فایل نتایج اجرا و خروجی  .3

 

 :   نکات

استفاده  ()cudaDeviceSynchronize برای جلوگیری از خطای حافظه، همواره پس از اجرای کرنل از  •

 .کنید

 .آزاد کنید ()cudaFree را با  GPU یافته درهای تخصیصحافظه •

 .ها را تحلیل کنید و علت فنی آن را توضیح دهیددر گزارش، اختلاف زمانی بین نسخه  •
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 پیوست

 میشوند.  کامپایل nvcc  م اتوسط کامپایلر خاصی به ن ++C/C های معمولیبرخلاف برنامه  CUDA هایبرنامه 

است و باید قبل از اجرای تمرین نصب شده    NVIDIA CUDA Toolkitی بخشی از بسته   nvccکامپایلر  

 .باشد 

  CUDA بررسی نصب .1

 :دستور زیر را اجرا کنید  (Terminal) ، در خط فرمان CUDA صحیح برای اطمینان از نصب 

 

 اگر خروجی داشت به این معناست که به درستی نصب شده است. 

 

  nvcc کامپایل برنامه با .2

 زیر دارید : فرض کنید شما فایل هایی با نام های 

• matrixmul.cu  کرنل های شماست. شامل: این فایل 

• main.c/cpp :  این فایل شامل تابعmain  .و فراخوانی کرنل هاست 

 

 حال برای کامپایل این فایل ها باید دستور زیر در ترمینال وارد کنید :  

 

 
 

برای هر کارت گرافیک یک معماری داریم که باید با توجه به نوع کارت گرافیکی که از آن استفاده  

 میباشد.  A100مربوط به کارت گرافیک   sm-80میکنید آنرا به درستی تنظیم کنید. در اینجا 

 

 اجرای برنامه   .3

 با وارد کردن دستور زیر برنامه را میتوانید اجرا کنید :  
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 GPUبزار بررسی ا .4

 و وضعیت آنرا مشاهده کنید :   GPUبا دستور زیر میتوانید نوع 

 
 

 عیب یابی و خطاهای متداول  .5

 راه حل  علت  خطا
nvcc: command not found CUDA Toolkit  ای نصب نشده  

PATH ست ین میتنظ 

را  usr/local/cuda/bin/ ریمس

 د یاضافه کن PATHبه 

undefined reference to 
cudaMalloc 

 د یکن  لیکامپا  nvccبا  شهیهم nvccشده نه  لی++ کامپاgبا 

cudaErrorInvalidDeviceFunctio
n 

در زمان   GPUاشتباه  یمعمار

 ل یکامپا 

متناسب   _arch=smاستفاده از 

 با کارت

cudaMemcpy failed  مقدار  یبررس ناهماهنگ ای اندازه حافظه اشتباهN حافظه صیو تخص 

  sync ای thread indexing اشتباه   یخروج

 اشتباه

و استفاده از   هاندکسیا یبررس

syncthreads 

 

 

  منابع  .6

 Programming Massively Parallel Processors: A Hands-on Approachکتاب 

 وهای برنامه نویسی موازی دانشگاه ایلینویز  ویدی

https://youtube.com/playlist?list=PLRRuQYjFhpmvu5ODQoY2l7D0ADgW

EcYAX&si=YWEh9LvMgsrReBcE 

 

 

 

 

 

 

 


